
Li et al. Acta Epileptologica  (2023) 5:7 
https://doi.org/10.1186/s42494-022-00117-w

RESEARCH Open Access

© The Author(s) 2023, corrected publication 2023. Open Access This article is licensed under a Creative Commons Attribution 4.0 
International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you 
give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To 
view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Acta Epileptologica

Detection method of absence seizures based 
on Resnet and bidirectional GRU​
Lijun Li1, Hengxing Zhang2*, Xiaomei Liu1, Jie Li2, Lei Li1, Dan Liu2   , Jieqing Min1, Ping Zhu1, Huan Xia1, 
Shangkun Wang1 and Li Wang1 

Abstract 

Background  Epilepsy is a common chronic neurological disease. Its repeated seizure attacks have a great negative 
impact on patients’ physical and mental health. The diagnosis of epilepsy mainly depends on electroencephalogram 
(EEG) signals detection and analysis. There are two main EEG signals detection methods for epilepsy. One is the detec-
tion based on abnormal waveform, the other is the analysis of EEG signals based on the traditional machine learning. 
The feature extraction method of the traditional machine learning is difficult to capture the high-dimension informa-
tion between adjacent sequences.

Methods  In this paper, redundant information was removed from the data by Gaussian filtering, downsampling, 
and short-time Fourier transform. Convolutional Neural Networks (CNN) was used to extract the high-dimensional 
features of the preprocessed data, and then Gate Recurrent Unit (GRU) was used to combine the sequence informa-
tion before and after, to fully integrate the adjacent information EEG signals and improve the accuracy of the model 
detection.

Results  Four models were designed and compared. The experimental results showed that the prediction model 
based on deep residual network and bidirectional GRU had the best effect, and the test accuracy of the absence 
epilepsy test set reached 92%.

Conclusions  The prediction time of the network is only 10 sec when predicting four-hour EEG signals. It can be effec-
tively used in EEG software to provide reference for doctors in EEG analysis and save doctors’ time, which has great 
practical value.
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Background
Epilepsy is the fourth most common neurological dis-
order in the world [1], which seriously affects peo-
ple’s health and brings great inconvenience to patients. 
According to the statistics from the China Associa-
tion Against Epilepsy, the prevalence rate of epilepsy in 

China is about 8.0%, and the annual incidence rate is 28.9 
per 100,000 person. Absence epilepsy is the most com-
mon epilepsy syndrome. According to the International 
League Against Epilepsy 2017 classification scheme 
[2], absence seizures were divided into typical absence 
seizures (TAS), atypical absence seizures, myoclonic 
absence seizures, and eyelid myoclonic absence.

TAS is characterized by sudden loss of consciousness, 
or staring blankly, with a dull expression, unresponsive to 
the outside world, and generally not falling or dropping 
objects. The remission rate is as high as 80%. It is of great 
significance for the detection and timely treatment of 
typical absence seizures.
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Among all bioelectrical signals, the electroencephalo-
gram (EEG) signals can most directly reflect brain activi-
ties. It has the characteristics of small amplitude, strong 
noise, low frequency and strong randomness. The EEG 
signals of TAS show a generalized 3 Hz rhythmic spike-
slow complex wave dominated by the former head with 
explosive symmetrical and synchronous discharges, with 
the highest amplitude in the frontal and central regions 
[1]. Some artifact signals incorporated in the process of 
signal acquisition, such as blink, eye movement, elec-
tromyography, electrocardiogram, etc. bring great chal-
lenges to the detection of precise seizure time [3–5].

Dietch firstly used Fourier transform to analyze EEG 
signals. Then researchers used classical signal processing 
methods such as time-frequency analysis [6] and wavelet 
transform [7, 8] to analyze EEG signals features. In recent 
years, with the development and application of computer 
technology, some modern methods such as Recurrence 
Plots [9] and artificial neural networks [10] have also 
been gradually applied to the analysis of EEG signals. 
Due to the current in the detection device and various 
artifacts in EEG traditional detection methods have poor 
robustness for the detection of typical absence seizures in 
different patients [3–8].

Existing seizure detection methods based on machine 
learning do not comprehensively consider the correlation 
features among different channels and cannot fuse the 
information between adjacent sequences of unified chan-
nels, resulting in the inability to accurately detect the 
time of absence seizures [11–13]. Therefore, this paper 
proposes a prediction algorithm based on deep residual 
network and bidirectional Gate Recurrent Unit (GRU). 
The algorithm extracts the high-dimension information 
of multi-channel absence through Convolutional Neural 
Networks (CNN), and extracts the information between 
adjacent sequences through the bidirectional GRU mod-
ule, which improves the local epilepsy detection ability 
and the detection accuracy of the model.

Methods
Data collection and pre‑processing
The data used in the manuscript was collected in Kun-
ming Children’s Hospital, including a total of 1530 EEG 
signals of 94 males and 59 females. A total of 8233 seg-
ments of typical absence seizure waveform were included. 
The data distribution of typical absence epilepsy is shown 
in Table 1.

There are many methods for epilepsy preprocessing, 
including smoothing filtering, Gaussian filtering, Kalman 
filtering, principal component analysis (PCA), K-L matrix 
transform, short-time Fourier transform (STFT), wavelet 
transform (DWT) and so on.

Smoothing filtering is difficult to filter out the promi-
nent burr signal. The feature extraction of the descend-
ing dimension of PCA technology is only based on the 
variance to extract the relevant features, which does not 
use the class information of the sample and the effect is 
not very good. Although K-L matrix transformation can 
achieve minimum distortion, the transformation matrix 
will be transformed with the information between dif-
ferent EEG signals which lead to a poor robustness. The 
base wave selection and decomposition of DWT algo-
rithm have a great influence on the frequency analysis of 
signals.

The data was preprocessed by high-order Butterworth 
filter, and  short-time Fourier transform. The results of 
the three preprocessing methods were inputed into the 
model for model training. During the test, multiple mod-
els were compared for measurement and comparison. 
The comparison models included the models of residual 
network with different depths, and the ordinary convolu-
tion model.

Butterworth filter
Butterworth filter was proposed by Stephen Butterwort 
in 1930. The frequency response curve in the character-
istic pass band is flatten to the maximum extent. Start-
ing with the boundary angular frequency, the amplitude 
decreases gradually with the increase of angular fre-
quency and tends to be negative infinite.

In order to filter out some irrelevant spectral infor-
mation and 50 Hz frequency interference, the filter was 
designed as band-pass filter (BPF). The cutoff frequencies 
were 0.16 and 35, and the filter order was 12.

Short‑time Fourier transform
STFT solves the problem of poor global time position-
ing of Fourier transform, which cannot reflect the time 
positioning of different frequencies. The spectrum of a 
specific long signal is analyzed by window length, and 
the spectrum characteristics in a certain time period are 

Table 1  The data distribution of typical absence epilepsy

Age.: Age distribution

Pat.: Number of patients

Num.: Number of TAS seizure

Dur.: Total seizure time

Age. Pat. Num. Dur. (min)

1 1 ~ 3 106 428 76.69

2 3 ~ 7 509 2232 456.07

3 7 ~ 10 494 3470 766.29

4 10 ~ 15 421 2215 453.33
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analyzed by moving window position. The calculation 
formula of STFT is as follows:

Where x(t)represents a signal in the time domain, h(t)
represents a window function, and the entire time win-
dow slides over the original signal as τ goes.

The short-time Fourier transform selects a time-fre-
quency localized window function, moves the window 
function, and calculates the power spectrum at differ-
ent times, and converts the EEG signals from the time 
domain to the frequency domain information through 
the short-time Fourier transform, which is more condu-
cive to learning of information by network models.

The time window represents the temporal fineness of 
expression at each point after the STFT transition. The 
frequency window represents the frequency domain 
range of the matrix generated during the short-time 
Fourier transform. During STFT transformation, the 
frequency resolution will show a decrease trend as the 
time domain window size extend. Therefore, during the 
training process of the model, the time windows were 
tested with values of 64, 128, 256, and 512, and the repre-
sentative times were: 0.75 sec, 1.25 sec, 2.5 sec, and 5 sec. 
Experimental results showed that the model with the 

STFT f , t =

+∞

−∞

x(τ )h(τ − t)e−i2π ftdτ

window containing 2.5 sec frequency domain informa-
tion had the highest detection accuracy.

Combined analysis
Spectrogram and original wave were used while EEG 
signals analysis since both frequency and amplitude of 
EEG signals were significant in EEG diagnosis. The origi-
nal signal was filtered by butter worth filter before seg-
mented to the same shape of spectrogram by utilizing the 
same window size and overlap rate. The segmented sig-
nal then were concatenated with the spectrogram which 
consisted the input feature of the Network.

Network framework
Due to different acquisition equipment and acquisition 
time, different absence epilepsy data contains different 
channels. In order to facilitate the feature extraction of 
the subsequent CNN, only the specific channels informa-
tion of the data was analyzed, and the related names of 
the extracted channels were: “fp1”, “fp2”, “f3”, “f4”, “c3”, “c4”, 
“p3”, “p4”, “o1”, “o2”, “f7”, “f8”, “t3”, “t4”, “t5”, “t6”, “fz”, “cz”, 
“pz”, with a total of 19 channels.

Figure  1 is the network framework of CNN and bidi-
rectional GRU.

Fig. 1  The network framework of CNN and bidirectional GRU​
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Residual network
CNN has powerful processing ability for input EEG sig-
nals. The framework mainly included Convolution layer, 
Batch Normalization layer, Activation layer and Pooling 
layer. Convolution operation was to make the number, 
window size convolution kernel along the data window 
step by step sliding to do tensor product operation. The 
activation function solved the linear inseparable problem 
and increased the expression ability of the neural net-
work. The pooling layer maximized the data in the given 
window and reduced the operation parameters of the 
subsequent convolution network.

Batch Normalization prevented exploding gradients 
and vanishing gradients. This was done by subtracting 
the mean from the input data and dividing by the vari-
ance, so that the data was processed to have a mean of 
zero and a variance of one. Residual units were imple-
mented in the form of skip layer connections, where the 
output of the unit was directly added to the input of the 
unit before activation.

The CNN framework used a residual network frame-
work of four residual blocks. The input feature was (batch 
* sequence * feature * channel) and the size was (None, 
64, 256, 19). Epoch represented the number of times 
the model learned from the entire input data during the 
training process of the model on the data. The size of the 

epoch was related to the degree of diversity of the data-
set. The stronger the degree of data diversity, the larger 
the epoch was set.

Within an epoch, the data was sent to the network, 
completing a forward calculation and backward propa-
gation process. Batch represented the number of train-
ing samples in one learning. Sequence represents the 
information learned in a batch during model training. 
Feature represented the information of the time win-
dow. When Feature was 256, a vector of 256 dimen-
sions was used to represent the information features in 
the window.

The detailed network parameters are shown in Table 2.

Bidirectional GRU​
The RNN network is good at dealing with timing infor-
mation. However, when the nodes of the neural network 
are calculated in many stages, the characteristics of the 
previous longer time are easily covered, forming a long-
term dependence problem, and resulting in gradient van-
ishing and gradient explosion. GRU is a good solution to 
the large interval dependencies in time series data.

The EEG signals seizure information of absence epi-
lepsy did not exist only in a single channel, nor simply 
in a certain moment. The network needed to learn and 

Table 2  The detailed Resnet parameters

layer The name of network 
layer

Activation function Output size Convolution kernel 
size

Filters parameters

input – 64 × 256 × 19 – –

1 conv2d_1 RELU 64 × 256 × 32 3 × 3 32 5472

2 conv2d_2 – 64 × 256 × 32 3 × 3 32 9216

3 conv2d – 64 × 256 × 32 1 × 1 32 640

4 Add+RELU RELU 64 × 256 × 32 – – –

5 Max_pooling – 64 × 128 × 32 – – –

6 conv2d_3 – 64 × 128 × 64 1 × 1 64 2112

7 conv2d_4 RELU 64 × 128 × 64 3 × 3 64 18,432

8 conv2d_5 – 64 × 128 × 64 3 × 3 64 36,864

9 Add+RELU RELU 64 × 128 × 64 – – –

10 Max_pooling – 64 × 64 × 64 – – –

11 conv2d_6 – 64 × 64 × 128 1 × 1 128 8320

12 conv2d_7 RELU 64 × 64 × 128 3 × 3 128 73,728

13 conv2d_8 – 64 × 64 × 128 3 × 3 128 147,456

14 Add+RELU RELU 64 × 64 × 128 – – –

15 Max_pooling – 64 × 32 × 128 – – –

16 conv2d_9 – 64 × 32 × 64 1 × 1 128 8256

17 conv2d_10 RELU 64 × 32 × 64 3 × 3 128 73,728

18 conv2d_11 – 64 × 32 × 64 3 × 3 128 36,864

19 Add+RELU RELU 64 × 32 × 64 – – –

20 Max_pooling – 64 × 16 × 64 – – –
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predict the seizures time according to the sequence and 
the mutual information among the channels. The bidi-
rectional GRU network could extract the information 
characteristics of frame information before and after 
fusion learning, and output the seizure time detection 
results of absence epilepsy EEG signals by analyzing the 
fusion characteristics of sequence frames. The network 
unit of GRU is shown in Table 3.

Experimental indicators
The sensitivity, specificity, positive prediction rate and 
negative prediction rate are used to evaluate the perfor-
mance of the model. In this paper, positive cases repre-
sent the time period when the overlap rate between the 
detected absence seizure time and the real seizure time 
is greater than 2 sec, and negative cases represent the 
time period when the overlap rate between the detected 
absence seizure time and the real seizure time is less than 
2 sec. The evaluation indicators are defined as follows:

1)	 Sensitivity (true positive rate, TPR): the proportion 
of identified positive cases in all positive cases is 
described

2)	 Specificity (true negative rate, TNR): the proportion 
of identified negative cases in all negative cases is 
described

3)	 Positive predictive value (PPV): the proportion of 
identified positive cases to predicted positive cases is 
described

TPR =
TP

TP + FN

TNR =
TN

TN + FP

PPV =
TP

TP + FP

4)	 Negative predictive value (NPV): the proportion of 
identified negative cases to predicted negative cases 
is described

5)	 F1: F1 is an indicator used in statistics to measure the 
accuracy of binary classification models. It is the har-
monic mean of model TPR and PPV

Results
The main process of this paper included three parts: 
data preprocessing, CNN high dimension feature 
extraction, and RNN data analysis. The sampling time 
of the data was generally from dozens of minutes to 4 
h, a total of 1520 sample data, including seizures time 
accounted for 1.08% of the total time. Since the input 
data in the training process was of variable length, it 
was necessary to unbalance the data. A total of 1527 
EEGs were used for training and 270 for testing. The 
sampling frequencies of EEG signals were different. 
In order to make the characteristic information con-
tained in the signals at the same time be the same, all 
the training data were down-sampled to 100 Hz by the 
down-sampling method, and the redundant informa-
tion of the data in the training process was reduced.

Four architectures were used to train absence seizure 
waves  in this experiment. The first model was a CNN 
model without Resnet and bidirectional timing GRU. 
The second model contained only GRU. The third model 
was a CNN without Resnet but it contained GRU. The 
fourth model contained Resnet and bidirectional timing 
GRU. The models trained 100 epochs, and found the best 
model to test the test set. The test results are shown in 
Figs. 2, 3, 4 and 5.

NPV =
TN

TN + FN

F1 =
2 ∗ TPR ∗ PPV

TPR+ PPV

Table 3  The detailed network parameters of GRU​

layer The name of network layer Activation 
function

Output size Convolution kernel 
size

Filters parameters

RNN_input – 64 × 16 × 164 – – –

1 Reshape – 64 × 1024 – – –

2 Bidirectional tanh 64 × 128 0 128 886,272

3 Bidirectional_1 tanh 64 × 128 0 128 18,144

4 Time_distributed – 64 × 128 – 128 16,512

5 Time_distributed_1 – 64 × 1 – 1 129

6 Output RELU 64 × 1 – – –
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The comparative experimental results showed that 
the model with residual network structure had a higher 
sensitivity and a positive prediction value. The absence 
seizures waves trained data only accounted for 1.08% of 
the total data, and the proportion of positive and nega-
tive samples was seriously unbalanced. Since the sei-
zure waveform of different people were not completely 
the same, the model added with equilibrium processing 
could better learn the positive sample information of dif-
ferent data and increase the prediction accuracy.

Discussion
This paper proposes a method based on deep residual 
network and bidirectional temporal GRU to predict 
absence epileptic seizure waves. In the preprocessing 

stage, we used short-time Fourier transform to transform 
the data from time-domain features to time-frequency-
domain features, and removed irrelevant frequency-
domain segments through a band-pass filter information.

Before the data entered the neural network model, the 
original data of EEG was normalized to reduce the influ-
ence of data collected by different devices. The channel 
information obtained by different EEG signals acquisi-
tion devices was not completely consistent, we selected 
19 representative channel data, namely “fp1”, “fp2”, “f3”, 
“f4”, “c3”, “c4”, “p3”, “p4”, “o1”, “o2”, “f7”, “f8”, “t3”, “t4”, “t5”, 
“t6”, “fz”, “cz”, “pz”. By changing the number of convolu-
tion kernels, CNN can effectively transform the input 
information from low dimension to high dimension. In 
order to better obtain the high-dimension information 

Fig. 2  Experimental results of CNN solely

Fig. 3  Experimental results of GRU solely
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of absence seizure waves in various age groups, a deep 
residual network module  was designed. Compared with 
ordinary convolutional modules, residual networks 
are characterized by being easy to optimize and able to 
increase the accuracy by adding considerable depth. The 
internal residual block uses skip connections to allevi-
ate the gradient vanishing problem caused by increasing 
depth in deep neural networks [14–16]. Doctors judge 
the absence seizure waveform by analyzing the EEG data 
over a period of time, and then combining the character-
istics of the front and back waveform. In order to make 
the network model learn the relational features between 
the sequences before and after, the GRU [17] module was 
designed. The GRU combines the information of the 
sequence before and after, and fully integrates the EEG 

signals of the adjacent information, which improves the 
accuracy of the time detection of seizures.

In order to compare the performance of the algorithm, 
the Support Vector Machine (SVM) and the Gradient 
Boosting Decision Tree (GBDT) algorithms were added 
to the manuscript for comparison. The test results show 
that the test accuracy of the two models are 0.75 and 
0.84, respectively. The accuracy rate is lower than the 
algorithm studied in this paper. In order to verify the 
robust of the algorithm, we used 500 new EEG data set 
to test the model. The data set contains 432 normal EEG 
signals and 68 absent brain EEG signals. The test results 
show that the accuracy rate of EEG signals of normal 
people is 99.6%, and the accuracy rate of data including 
brain waves of absence is 93.4%.

Fig. 4  Experimental results of CNN and GRU​

Fig. 5  Experimental results of Resnet and GRU​



Page 8 of 9Li et al. Acta Epileptologica  (2023) 5:7

Real clinical data was acquired and analyzed, primarily 
EEG signals from 4 weeks to 15 years of age. For infants, 
doctors need to combine EEG and video to diagnose the 
type of epilepsy. In the training process of the neural net-
work model, strategies such as dropout and L2 regulari-
zation were used to alleviate the overfitting problem. The 
adaptive learning rate algorithm was used for training 
back propagation optimization, and the focal equaliza-
tion processing method was used to process the unbal-
anced data, which effectively improved the performance 
of the model, and the overall accuracy rate reached 92%. 
Compared with the recent literature, we took some tradi-
tional EEG signals analysis methods as the preprocessing 
part, extract the data at high dimension through CNN, 
built a variety of models for experimental comparison to 
obtain an optimal network model, and made predictions, 
then a high accuracy rate was obtained.

Through the research in this paper, the time of EEG 
absence seizure waves can be quickly and accurately 
located, reducing the time for doctors to view EEG. It 
only takes 10 sec to predict a four-hour-long EEG and 
achieve a high precision of 92%. Doctors can make rapid 
and accurate judgments of absence epilepsy based on the 
detection results of absence seizures waves and combine 
with video analysis of corresponding points. Only EEGs 
were analyzed in this research, videos weren’t included. 
Future work is planned to perform multi-model analysis 
through EEG and video, further improve accuracy and be 
clinically helpful to doctors.

Conclusions
In this manuscript, more than a thousand of cases from 
Kunming Children’s Hospital were analyzed and stud-
ied. Convolutional networks can extract absence seizure 
waves  to identify features, and can also be used to infer 
absence epilepsy patterns in EEG. After GRU processing, 
a better inference accuracy will be obtained. In addition, 
the reasoning speed is also at a relatively fast speed level. 
This method can be effectively used in EEG signals soft-
ware to provide reference for doctors in EEG analysis and 
save “EEG reading time”, which is of great practical value.
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